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DYNANMIC PEAK POWER LIMITING TO
PROCESSING NODES IN AN INFORMATION
HANDLING SYSTEM

PRIORITY

The present application is a continuation-in-part of and
claims benefit of U.S. patent application Ser. No. 13/598,966,
filed Aug. 30, 2012, titled “Information Handling System
Configuration for Power System Output Capability”, the
entire content of which is hereby incorporated herein by
reference.

BACKGROUND

1. Technical Field

The present disclosure generally relates to information
handling systems and in particular to dynamic peak power
limiting to processing nodes in an information handling sys-
tem.

2. Description of the Related Art

As the value and use of information continue to increase,
individuals and businesses seek additional ways to process
and store information. One option available to users is infor-
mation handling systems. An information handling system
generally processes, compiles, stores, and/or communicates
information or data for business, personal, or other purposes,
thereby allowing users to take advantage of the value of the
information. Because technology and information handling
needs and requirements vary between different users or appli-
cations, information handling systems may also vary regard-
ing what information is handled, how the information is
handled, how much information is processed, stored, or com-
municated, and how quickly and efficiently the information
may be processed, stored, or communicated. The variations in
information handling systems allow for information handling
systems to be general or configured for a specific user or
specific use such as financial transaction processing, airline
reservations, enterprise data storage, or global communica-
tions. In addition, information handling systems may include
a variety of hardware and software components that may be
configured to process, store, and communicate information
and may include one or more computer systems, data storage
systems, and networking systems.

Providing power management and cooling to an informa-
tion handling system is important to prevent loss of data and
to maintain system reliability. During operation of an infor-
mation handling system, events can occur that interrupt or
reduce the amount of incoming AC power to the information
handling system or the amount of available power from power
supplies that deliver electrical power to the information han-
dling system. Also, the processing components that consume
power from the power supplies can modify their consumption
of power to consume more or less power from one power-
usage period to another. It is desirable for the information
handling system to be able to seamlessly manage both
increases and decreases in power demands from the compo-
nents of the information handling system and to be able to
manage interruptions in the delivery of power to the informa-
tion handling system.

BRIEF SUMMARY

Disclosed are a computer-implemented method and an
information handling system (IHS) to dynamically limit peak
power consumption in processing nodes of an ITHS.

10

15

20

25

30

35

40

45

50

55

60

65

2

According to one embodiment, the method comprises
receiving, at a power management micro-controller, process-
ing node-level power-usage and workload data from several
node controllers, including current power consumption and a
current workload, for each processing node within the IHS. A
total available system power of the IHS is identified including
a peak power output capacity and a sustained output power
capacity. At least one node peak power threshold is deter-
mined based on the power-usage and workload data for each
of'the processing nodes. The node controllers are triggered to
determine and set a central processing unit (CPU) peak power
limit for each of several CPUs within each of the processing
nodes based on the node peak power threshold, where each of
the CPUs dynamically adjusts an operating frequency based
on the CPU peak power limit.

Also disclosed is an IHS that comprises one or more pro-
cessing nodes. Each of the processing nodes have at least one
node controller. The node controllers each control node-level
operations of the processing nodes within a corresponding
node. The processing nodes each have at least one CPU
communicatively coupled to the node controller. A power
management module has a power management micro-con-
troller and a memory coupled to the power management
micro-controller. The power management module is commu-
nicatively coupled to the processing nodes. A power sub-
system is communicatively coupled to the power manage-
ment micro-controller and provides power distribution to the
THS. The power subsystem includes at least one power supply
unit (PSU). The power management micro-controller has
firmware executing thereon to enable dynamic peak power
limiting to the processing nodes within the IHS. The firmware
configures the power management micro-controller to
receive processing node-level power-usage and workload
data from the node controllers, including current power con-
sumption and current workload for each processing node
within the THS. A total available system power of the IHS is
identified, including a peak power output capacity and a sus-
tained output power capacity. At least one node peak power
threshold is determined based on the power-usage and work-
load data for each of the processing nodes. The node control-
lers are triggered to determine and set a CPU peak power limit
for each of the CPUs within each of the processing nodes
based on the node peak power threshold. Each of the CPUs
dynamically adjusts an operating frequency based on the
CPU peak power limit.

The above summary contains simplifications, generaliza-
tions and omissions of detail and is not intended as a com-
prehensive description of the claimed subject matter but,
rather, is intended to provide a brief overview of some of the
functionality associated therewith. Other systems, methods,
functionality, features and advantages of the claimed subject
matter will be or will become apparent to one with skill in the
art upon examination of the following figures and detailed
written description.

BRIEF DESCRIPTION OF THE DRAWINGS

The description of the illustrative embodiments can be read
in conjunction with the accompanying figures. It will be
appreciated that for simplicity and clarity of illustration, ele-
ments illustrated in the figures have not necessarily been
drawn to scale. For example, the dimensions of some of the
elements are exaggerated relative to other elements. Embodi-
ments incorporating teachings of the present disclosure are
shown and described with respect to the figures presented
herein, in which:
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FIG. 1 is a block diagram illustration of an example infor-
mation handling system (IHS), according to one or more
embodiments;

FIG. 2 is a block diagram illustrating details of the power
management module that dynamically limits peak power
consumption in processing nodes of the IHS, in accordance
with one embodiment;

FIG. 3A is ablock diagram illustrating example contents of
the power management module memory, in accordance with
one embodiment;

FIG. 3B isablock diagram illustrating example contents of
the node controller memory, in accordance with one embodi-
ment;

FIG. 3C is a block diagram illustrating examples of the
system memory, in accordance with one embodiment;

FIG. 4A is a diagram illustrating peak and sustained power
limits for several processing nodes, in accordance with one
embodiment;

FIG. 4B is a diagram illustrating peak and sustained power
capacity for several power supply units, in accordance with
one embodiment;

FIG. 5A is a flow chart illustrating one example of the
method by which peak power consumption is dynamically
limited in processing nodes of the IHS, according to one or
more embodiments;

FIG. 5B is a continuation of the flowchart of FIG. SA
illustrating one example of the method by which CPU fre-
quency is reduced in a processing node in the event that the
node power threshold is exceeded for the processing node,
according to one or more embodiments; and

FIG. 5C is a continuation of the flowchart of FIG. SA
illustrating one example of the method by which CPU fre-
quency is adjusted in the event that the CPU peak power limit
is being approached, according to one or more embodiments.

DETAILED DESCRIPTION

The illustrative embodiments provide an information han-
dling system (IHS) and a method performed within the IHS
that dynamically limits peak power consumption in process-
ing nodes of the IHS.

In the following detailed description of exemplary embodi-
ments of the disclosure, specific exemplary embodiments in
which the disclosure may be practiced are described in suffi-
cient detail to enable those skilled in the art to practice the
disclosed embodiments. For example, specific details such as
specific method orders, structures, elements, and connections
have been presented herein. However, it is to be understood
that the specific details presented need not be utilized to
practice embodiments of the present disclosure. It is also to be
understood that other embodiments may be utilized and that
logical, architectural, programmatic, mechanical, electrical
and other changes may be made without departing from gen-
eral scope of the disclosure. The following detailed descrip-
tion is, therefore, not to be taken in a limiting sense, and the
scope of the present disclosure is defined by the appended
claims and equivalents thereof.

References within the specification to “one embodiment,”
“an embodiment,” “embodiments”, or “one or more embodi-
ments” are intended to indicate that a particular feature, struc-
ture, or characteristic described in connection with the
embodiment is included in at least one embodiment of the
present disclosure. The appearance of such phrases in various
places within the specification are not necessarily all referring
to the same embodiment, nor are separate or alternative
embodiments mutually exclusive of other embodiments. Fur-
ther, various features are described which may be exhibited
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by some embodiments and not by others. Similarly, various
requirements are described which may be requirements for
some embodiments but not other embodiments.

It is understood that the use of specific component, device
and/or parameter names and/or corresponding acronyms
thereof, such as those of the executing utility, logic, and/or
firmware described herein, are for example only and not
meant to imply any limitations on the described embodi-
ments. The embodiments may thus be described with differ-
ent nomenclature and/or terminology utilized to describe the
components, devices, parameters, methods and/or functions
herein, without limitation. References to any specific proto-
col or proprietary name in describing one or more elements,
features or concepts of the embodiments are provided solely
as examples of one implementation, and such references do
not limit the extension of the claimed embodiments to
embodiments in which different element, feature, protocol, or
concept names are utilized. Thus, each term utilized herein is
to be given its broadest interpretation given the context in
which that terms is utilized.

Further, those of ordinary skill in the art will appreciate that
the hardware components and basic configuration depicted in
the various figures (e.g. FIG. 1) and described herein may
vary. For example, the illustrative components within IHS
100 (FIG. 1) are not intended to be exhaustive, but rather are
representative to highlight components that can be utilized to
implement various aspects of the present disclosure. For
example, other devices/components/modules may be used in
addition to or in place of the hardware and software modules
depicted. The depicted examples do not convey or imply any
architectural or other limitations with respect to the presently
described embodiments and/or the general disclosure.

FIG. 1 illustrates a block diagram representation of an
example information handling system (IHS) 100, within
which one or more of the described features of the various
embodiments of the disclosure can be implemented. For pur-
poses of this disclosure, an information handling system,
such as THS 100, may include any instrumentality or aggre-
gate of instrumentalities operable to compute, classify, pro-
cess, transmit, receive, retrieve, originate, switch, store, dis-
play, manifest, detect, record, reproduce, handle, or utilize
any form of information, intelligence, or data for business,
scientific, control, or other purposes. For example, an infor-
mation handling system may be a handheld device, personal
computer, a server, a network storage device, or any other
suitable device and may vary in size, shape, performance,
functionality, and price. The information handling system
may include random access memory (RAM), one or more
processing resources such as a central processing unit (CPU)
or hardware or software control logic, ROM, and/or other
types of nonvolatile memory. Additional components of the
information handling system may include one or more disk
drives, one or more network ports for communicating with
external devices as well as various input and output (1/O)
devices, such as akeyboard, a mouse, and a video display. The
information handling system may also include one or more
buses operable to transmit communications between the vari-
ous hardware components.

Referring to FIG. 1, there is illustrated an example IHS 100
configured within a modular, expandable rack with modular
configuration of various functional components inserted
therein.

As presented in FIG. 1, IHS 100 comprises an arrangement
of multiple computing or processing nodes along with power
components. IHS 100 includes a management controller
(MC) 110 that is communicatively coupled to processing
nodes 150A-D via an 12C bus 156 and an Ethernet bus or
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cable 158. The plurality of computing or processing nodes
150 are individually labeled as processing nodes A-D 150A-
D. MC 110 includes a micro-controller 112 (also generally
referred to as a processor), which is coupled via an internal
bus 115 to memory 114, I/O interface controller 116, storage
118 and power management module (PMM) 120. Memory
114 can be flash or other form of memory.

THS 100 includes a power subsystem 125. Power sub-
system 125 includes a power management module (PMM)
120, a plurality of power supply units (PSUs) 130A-D and a
backup battery 132. PMM 120 includes a power management
micro-controller 122. Backup battery 132 provides power to
THS 100 in the event of a loss of AC power source 148 or the
failure of one or more PSUs 130A-D. PMM 120 is in com-
munication with PSUs 130A-D via an I12C bus 134. PSUs
130A-D supply power to each of the processing nodes and
other components within IHS 100 that require power via
either one or more bus bars or power cables (not shown).
PMM 120 can receive power supply data, capacity and set-
tings from PSUs 130A-D via 12C bus 134.

As one aspect of power distribution within IHS 100, PMM
120 and micro-controller 122 can monitor (i) power con-
sumption and workload data across the IHS 100 as well as (ii)
the amount of available power provided by the PSUs 152, and
PMM 120 can dynamically limit peak power consumption in
the processing nodes 150A-D of the IHS based on power-
usage and workload data. Micro-controller 122 can trigger
changes in CPU operating frequency and power consumption
at the individual processing nodes based on changes in the
amount of available power, power consumption and workload
data. In one embodiment, control of the power subsystem 125
can be provided by MC 110 instead of PMM 120.

In one implementation, each of the processing nodes
150A-D has a complex programmable logic device (CPLD)
152 and a board management controller (BMC) 154. CPLD
152 is coupled to PMM 120 via 12C bus 156. 12C bus 156
carries data and signals. BMC 154 is coupled to PMM 120 via
an Ethernet cable 158. Ethernet cable 158 carries data and
signals between PMM 120 and BMC 154. Specifically,
according to at least one embodiment, PMM 120 provides
certain control and/or management signals to the processing
nodes 150A-D via 12C bus 156 and one or more select wires
within Ethernet cable 158. In one embodiment, PMM 120 can
send and receive data signals at a relatively fast rate via the
dedicated 12C bus 156 or can send and receive data signals at
arelatively slower rate via the Ethernet bus 158, depending on
the desired data transfer rate.

Each of the processing nodes 150A-D includes a node
controller 160 (collectively node controllers 160A-D) of
which the controller for processing node 150A is shown.
Node controller 160A is communicatively coupled to CPLD
152 via 12C bus 162 and to BMC 154 via I2C bus 163. Node
controller 160A is further coupled to node controller (NC)
memory 164, current monitor (CM) 170 and to central pro-
cessing units (CPU), including CPU 1 180 and CPU 2 182.
NC memory 164 can store for node controller 160A a node A
peak power limit or threshold 166 and a node A sustained or
average power limit or threshold 168. Node controller 160 is
coupledto CPU1 180 and CPU 2 182 via an interface bus 172.
While two CPUs are shown, IHS 100 can include more or
fewer CPUs. The CPUs support processing of data and infor-
mation within each of the processing nodes. CM 170 can
monitor, sense and measure the power consumed by process-
ing node 150A and by each of CPU 1 180 and CPU 2 182.
Node controllers 160A-D can track and record power usage
and workload data for each of the processing nodes 160A-D
and for each of the CPUs within each processing node.
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CPU 1180 and CPU 2 182 are communicatively coupled to
system memory 184 via a system bus 174. System memory
184 can store a CPU 1 peak power limit 186 and a CPU 1
average power limit 188 for CPU 1 180. System memory 184
also stores a CPU 2 peak power limit 190 and a CPU 2 average
power limit 192 for CPU 2 182. CPU 1 180 and CPU 2 182
can be selectively operated for short time periods at operating
frequencies and power consumption well above the thermal
design power (TDP) level.

THS 100 further comprises a network interface device
(NID) 196 that is communicatively coupled to each of pro-
cessing nodes 150A-D. NID 196 enables IHS 100 to commu-
nicate and/or interface with other devices, services, and com-
ponents that are located external to THS 100. These devices,
services, and components can interface with IHS 100 via an
external network, such as example network 198, using one or
more communication protocols. In one embodiment, a cus-
tomer provisioned system/platform can comprises multiple
devices located across a distributed network, and NID 196
enables THS 100 to be connected to these other devices.
Network 198 can be a local area network, wide area network,
personal area network, and the like, and the connection to
and/or between network and IHS 100 can be wired or wireless
or a combination thereof. For purposes of discussion, Net-
work 198 is indicated as a single collective component for
simplicity. However, it is appreciated that network 198 can
comprise one or more direct connections to other devices as
well as a more complex set of interconnections as can exist
within a wide area network, such as the Internet.

FIG. 2 illustrates further details of PMM 120 operating
within IHS 100 to implement dynamic peak power limiting to
the processing nodes. According to the described embodi-
ments, dynamic peak power limiting can be achieved by
triggering the node controllers 160 to determine and set a
CPU peak power limit (186, 190) for each of the CPUs (180,
182) within each of the processing nodes based on the node
peak power threshold 166, where each of the CPUs dynami-
cally adjusts an operating frequency based on the CPU peak
power limit.

Referring specifically to FIG. 2, PMM 120 comprises
micro-controller 122, which is coupled to PMM memory 220.
Tlustrated within PMM memory 220 is dynamic peak power
limiting and control (DPPLC) firmware 222, which is inclu-
sive of the firmware that controls the operation of micro-
controller 122 in controlling power management functions
within THS 100. I/O interface 224 is coupled to micro-con-
troller 122 and provides connection points and hardware and
firmware components that allow for interfacing with the pro-
cessing nodes 150A-D via 12C bus 156 and Ethernet cable
158.

PMM memory 220 further contains node peak power limits
or thresholds 230 and node average power limits or thresholds
240 for each of the processing nodes 150A-D. Node peak
power limits or thresholds 230 include node A peak power
limit 166, node B peak power limit 232, node C peak power
limit 234 and node D peak power limit 236. Node average
power limits or thresholds 230 include node A average power
limit 168, node B average power limit 242, node C average
power limit 244 and node D average power limit 246. PMM
120 is also coupled to PSUs 130A-D via an 12C bus 134.
Micro-controller 122 can receive power capability data from
PSUs 130A-D via 12C bus 134. The power capability data
includes data such as a total available system power of the
THS, including a peak power output capacity and a sustained
output power capacity.

FIGS. 3A, 3B and 3C illustrate further details of the con-
tents of PMM memory 220, NC memory 164 and system
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memory 184. With specific reference to FIG. 3A, PMM
memory 220 stores DPPLC firmware 222 which controls the
operation of micro-controller 122 in controlling power man-
agement functions within IHS 100. PMM memory 220 can
store node peak power limits or thresholds 230 and node
average power limits or thresholds 240 for each of the pro-
cessing nodes 150A-D. PMM memory 220 further contains
the number of active PSUs 310, the output capacity of each
PSU 312, and the total available system power 313 of the [HS,
including a peak power output capacity 314 and a sustained
output power capacity 316.

PMM memory 220 further stores a system configuration
320 that contains information on THS 100 such as the number
and type of processing nodes 150A-D and the number and
type of CPUs including the operating frequencies and power
usage of each CPU at each frequency. PMM memory 220
further contains power-usage data 322 such as the current
node power 324 being consumed by each of the processing
nodes 150A-D and the allowable node maximum power 326
for each of the processing nodes.

PMM memory 220 also stores system workload data 330
that contains information on the current and projected power
consumption for each ofthe processing nodes 150A-D. PMM
memory 220 can further store potential peak power ranges
332 and potential average power ranges 334. The potential
peak and average power ranges 332 and 334 are received from
processing nodes 150A-D and contain a possible range of
peak and average power consumption values for processing
nodes 150A-D. PMM memory 220 further stores processing
node priority data 336 for each of the processing nodes 150 A-
D. The processing node priority data 336 is received from
management controller 110. A user would specity the priority
for each of the processing nodes 150A-D such that some
processing nodes are allocated a higher power consumption
level than other processing nodes. In one embodiment, micro-
controller 122 can include the potential peak power range
332, the potential average power range 334, and the process-
ing node priority data 336 in determining the node peak
power thresholds 230 and the node average power thresholds
240.

Turning to FIG. 3B, NC memory 164 can store node power
control firmware 340 that controls the operation of power
management functions within node controller 160 for each of
the processing nodes. Node controllers 160A-D, by executing
node power control firmware 340, can monitor and control
power functions with each processing node 150A-D when
triggered by PMM 120. NC memory 164 can further store
node peak power limit or threshold 166 and a node average
power limit or threshold 168 for a respective processing node.
NC memory 164 can further store potential peak power
ranges 342 and potential average power ranges 344 for pro-
cessing node A. The potential peak and average ranges 342
and 344 contain a possible range of peak and average power
consumption values for processing node 150A.

Referring to FIG. 3C, system memory 184 can store CPU
power control firmware 350, which controls the operation of
power management functions within each of the CPUs (i.e.
CPU 1 180 and CPU 2 182). CPU 1 180 and CPU 2 182,
executing CPU power control firmware 350, can monitor and
control power functions within each CPU when triggered by
node controller 160 or PMM 120. System memory 184 fur-
ther stores CPU 1 peak power limit 186 and CPU 1 average
power limit 188 for CPU 1 180 and stores CPU 2 peak power
limit 190 and a CPU 2 average power limit 192 for CPU 2 182.
System memory 184 also stores CPU 1 operating frequency
352 and CPU 2 operating frequency 354.
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In one embodiment, PMM 120, executing DPPLC firm-
ware 222, receives power-usage data 322 and workload data
330 from several node controllers 160. The received data
322/330 includes current node power consumption 324 and a
current node workload 330 for each processing node 150A-D
within the THS. A total available system power 313 of the [HS
is identified, including a peak power output capacity 314 and
a sustained output power capacity 316. Atleast one node peak
power threshold 166 is determined based on the power-usage
and workload data for each of the processing nodes. The node
controllers are triggered to determine and set a central pro-
cessing unit (CPU) peak power limit 186, 190 for each of
several CPUs 180, 182 within each of the processing nodes
based on the node peak power threshold. Each of the CPUs
dynamically adjusts an operating frequency 352, 354 based
on the CPU peak power limit.

FIG. 4A illustrates one example diagram 400 of dynami-
cally allocated peak and sustained node power limits for
several processing nodes. PMM 120 (FIG. 1) dynamically
allocates peak and sustained node power limits for several
processing nodes during operation of IHS 100 based on
power-usage and workload data. PMM 120 transmits the peak
and sustained power limits to the node controllers 160 (FIG.
1) within each of the processing nodes 150A-D (FIG. 1).

Processing node 150A has node A peak power limit 166 of
approximately 680 watts and a node A sustained or average
power limit 168 of 500 watts. Processing node 150B has node
B peak power limit 232 of approximately 200 watts and a
node B sustained or average power limit 242 of 150 watts.
Processing node 150C has node C peak power limit 234 of
approximately 480 watts and a node C sustained or average
power limit 244 of 300 watts. Processing node 150D has node
D peak power limit 236 of approximately 300 watts and a
node D sustained or average power limit 246 of 230 watts.

FIG. 4B illustrates one example diagram 450 of peak and
sustained power capacity for several PSUs 130A-D. FIG. 4B
depicts four redundant 2000 watt PSUs that can be used to
power IHS 100. PSU peak output capacity can be specified as
a ratio to the sustained output capacity. In one embodiment,
the peak output capacity can be 150 percent of the sustained
output capacity. PSUs 130A-D can maintain the peak output
capacity for short periods of time. In FIG. 4B, PSUs 130A and
130B are operational and PSUs 130C and 130D are off line.

PSU 130A has a peak power output capacity 460 of 3000
watts and a sustained power output capacity 462 of 2000
watts. PSU 130B has a peak power output capacity 470 of
3000 watts and a sustained power output capacity 472 of 2000
watts.

FIGS. 5A-5C illustrate a flowchart of an exemplary method
500 by which micro-controller 122 within the preceding fig-
ures performs different aspects of the processes that enable
the one or more embodiments of the disclosure. Generally,
method 500 represents a computer-implemented method. The
description of method 500 is provided with general reference
to the specific components illustrated within the preceding
FIGS. 1-4B. Generally method 500 is described as being
implemented via micro-controller 122 and particularly the
execution of code provided by DPPLC firmware 222 within
micro-controller 122. The execution of this DPPLC firmware
222 results in the implementation of dynamic peak power
limiting to processing nodes 150A-D in IHS 100. It is how-
ever appreciated that certain aspects of the described methods
may be implemented via other processing devices and/or
execution of other code.

With specific reference to FIG. 5A, method 500 begins at
the start block and proceeds to block 502 where PMM 120 is
initialized. The initialization of PMM 120 includes micro-
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controller 122 loading DPPLC firmware 222 and system con-
figuration 320 from PMM memory 220. At block 504, micro-
controller 122 establishes communications with management
controller 120, PSUs 130A-D and processing nodes 150A-D.
Micro-controller 122 triggers the node controllers 160A-D to
transmit the potential peak power ranges 332 and potential
average power ranges 334 to micro-controller 122 (block
505). At block 506, micro-controller 122 receives and stores
the potential peak power ranges 332 and potential average
power ranges 334 to PMM memory 220. The node controllers
160A-D track the power-usage data 322 and workload data
330 for each of the processing nodes, and micro-controller
122 triggers the node controllers 160A-D to transmit the
tracked power-usage data and workload data from the node
controllers 160A-D to micro-controller 122 (block 507). Also
at block 507, micro-controller 122 triggers the PSUs 130A-D
to transmit the total available system power 313 to micro-
controller 122.

Micro-controller 122 receives the power usage data 322
and workload data 330 for each of the processing nodes
150A-D and the total available system power 313 and stores
the power usage data, the workload data, and the total system
power data to PMM memory 220 (block 508). At block 510,
micro-controller 122 identifies the total available system
power 313, including peak power output capacity 314, and
sustained power output capacity 316.

Micro-controller 122 determines the node peak power lim-
its or thresholds 230 (i.e. node peak limits 166, 232, 234 and
236) and the node average power limits or thresholds 240 (i.e.
node average limits 168, 242, 244 and 246) for each of the
processing nodes based on the power-usage data and work-
load data, and micro-controller 122 stores the node peak
power limits or thresholds 230 and the node average power
limits or thresholds 240 in PMM memory 220 (block 512). At
block 514, micro-controller 122 transmits the respective node
peak power limit or threshold 230 and the respective node
average power limit or threshold 240 to the respective pro-
cessing nodes 150A-D where the respective node peak power
limit or threshold 230 and the respective node average power
limit or threshold 240 are stored in NC memory 164.

Micro-controller 122 triggers the node controllers 160A-D
to determine and set a CPU peak power limit 186, 190 based
on the node peak power thresholds 230 and a CPU average
power limit 188, 192 based on the node average power thresh-
olds 240 foreach CPU (i.e. CPU 1 180 and CPU 2 182) within
each respective processing node (block 516). The CPU peak
power limits 186, 190 and CPU average power limits 188, 192
are stored to system memory 184. In one embodiment, node
controllers 160A-D, executing node power control firmware
340, determines and sets the CPU peak power limits and the
CPU average power limits for each CPU with each of the
processing nodes 150A-D.

Atdecision block 518, node controllers 160A-D determine
if the node peak power limits or thresholds 230 have been
exceeded for each of the processing nodes. In response to the
node peak power limits or thresholds 230 having been
exceeded for one or more of the processing nodes, the node
controllers 160A-D instantaneously reduce the operating fre-
quency of the CPUs (i.e. CPU 1 180, CPU 2 182) within that
processing node to a pre-determined power level (block 520).

After block 520 and in response to the node peak power
limits or thresholds 230 not being exceeded for one or more of
the processing nodes at decision step 518, each of the CPUs
(i.e. CPU 1 180, CPU 2 182), running CPU power control
firmware 350, determines if the current CPU peak power
consumption is approaching the CPU peak power limits (i.e.
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10
CPU 1 peak limit 186, CPU 2 peak limit 190) for at least one
of'the CPUs (decision block 522).

In response to determining that the current CPU peak
power consumption is approaching the CPU peak power lim-
its, the corresponding CPU (i.e. CPU 1 180, CPU 2 182)
estimates a current peak power level based on the workload
data 330 and adjusts the operating frequency (i.e. CPU 1
operating frequency 352, CPU 2 operating frequency 354) of
the CPU such that the current peak power level remains less
than the CPU peak power limits 186, 190 (block 524).

After step 524 and in response to the current CPU peak
power consumption not approaching the CPU peak power
limits (i.e. CPU 1 peak limit 186, CPU 2 peak limit 190) for
at least one of the CPUs at decision block 522, The CPUs (i.e.
CPU 1 180 and CPU 2 182) determine if a current node
average power consumption has exceeded the node average
power limit or threshold 240 for at least one of the processing
nodes 150A-D (decision block 526).

In response to determining that the current node average
power consumption has exceeded the node average power
threshold 240 for at least one of the processing nodes, each
corresponding CPU adjusts the operating frequency of the
CPU such that the current average CPU power level is less
than the CPU average power limit (i.e. CPU 1 average limit
188, CPU 2 average limit 192) (block 530). Method 500 then
returns to block 507 where micro-controller 122 triggers the
node controllers 160A-D to again transmit the tracked power-
usage data and workload data.

In response to determining that the current node average
power consumption has not exceeded the node average power
threshold 240 for at least one of the processing nodes, the
CPUs within that processing node allow operation at a maxi-
mum allowable frequency (block 528). Method 500 then
returns to block 507 where micro-controller 122 triggers the
node controllers 160A-D to again transmit the tracked power-
usage data and workload data.

In the above described flow charts, one or more of the
methods may be embodied in a computer readable medium
containing computer readable code such that a series of func-
tional processes are performed when the computer readable
code is executed on a computing device. In some implemen-
tations, certain steps of the methods are combined, performed
simultaneously or in a different order, or perhaps omitted,
without deviating from the scope of the disclosure. Thus,
while the method blocks are described and illustrated in a
particular sequence, use of a specific sequence of functional
processes represented by the blocks is not meant to imply any
limitations on the disclosure. Changes may be made with
regards to the sequence of processes without departing from
the scope of the present disclosure. Use of a particular
sequence is therefore, not to be taken in a limiting sense, and
the scope of the present disclosure is defined only by the
appended claims.

Aspects of the present disclosure are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the disclosure. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. Computer
program code for carrying out operations for aspects of the
present disclosure may be written in any combination of one
or more programming languages, including an object ori-
ented programming language, without limitation. These com-
puter program instructions may be provided to a processor of
a general purpose computer, special purpose computer, such
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as a service processor, or other programmable data process-
ing apparatus to produce a machine, such that the instruc-
tions, which execute via the processor of the computer or
other programmable data processing apparatus, performs the
method for implementing the functions/acts specified in the
flowchart and/or block diagram block or blocks.

One or more of the embodiments of the disclosure
described can be implementable, at least in part, using a
software-controlled programmable processing device, such
as a microprocessor, digital signal processor or other process-
ing device, data processing apparatus or system. Thus, it is
appreciated that a computer program for configuring a pro-
grammable device, apparatus or system to implement the
foregoing described methods is envisaged as an aspect of the
present disclosure. The computer program may be embodied
as source code or undergo compilation for implementation on
a processing device, apparatus, or system. Suitably, the com-
puter program is stored on a carrier device in machine or
device readable form, for example in solid-state memory,
magnetic memory such as disk or tape, optically or magneto-
optically readable memory such as compact disk or digital
versatile disk, flash memory, etc. The processing device,
apparatus or system utilizes the program or a part thereof to
configure the processing device, apparatus, or system for
operation.

As will be further appreciated, the processes in embodi-
ments of the present disclosure may be implemented using
any combination of software, firmware or hardware. Accord-
ingly, aspects of the present disclosure may take the form of
an entirely hardware embodiment or an embodiment combin-
ing software (including firmware, resident software, micro-
code, etc.) and hardware aspects that may all generally be
referred to herein as a “circuit,” “module,” or “system.” Fur-
thermore, aspects of the present disclosure may take the form
of a computer program product embodied in one or more
computer readable storage device(s) having computer read-
able program code embodied thereon. Any combination of
one or more computer readable storage device(s) may be
utilized. The computer readable storage device may be, for
example, but not limited to, an electronic, magnetic, optical,
electromagnetic, infrared, or semiconductor system, appara-
tus, or device, or any suitable combination of the foregoing.
More specific examples (a non-exhaustive list) of the com-
puter readable storage device would include the following: an
electrical connection having one or more wires, a portable
computer diskette, a hard disk, a random access memory
(RAM), a read-only memory (ROM), an erasable program-
mable read-only memory (EPROM or Flash memory), an
optical fiber, a portable compact disc read-only memory (CD-
ROM), an optical storage device, a magnetic storage device,
orany suitable combination of the foregoing. In the context of
this document, a computer readable storage device may be
any tangible medium that can contain, or store a program for
use by or in connection with an instruction execution system,
apparatus, or device.

While the disclosure has been described with reference to
exemplary embodiments, it will be understood by those
skilled in the art that various changes may be made and
equivalents may be substituted for elements thereof without
departing from the scope of the disclosure. In addition, many
modifications may be made to adapt a particular system,
device or component thereofto the teachings of the disclosure
without departing from the essential scope thereof. There-
fore, it is intended that the disclosure not be limited to the
particular embodiments disclosed for carrying out this dis-
closure, but that the disclosure will include all embodiments
falling within the scope of the appended claims. Moreover,
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the use of the terms first, second, etc. do not denote any order
or importance, but rather the terms first, second, etc. are used
to distinguish one element from another.
The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the disclosure. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.
The description of the present disclosure has been pre-
sented for purposes of illustration and description, but is not
intended to be exhaustive or limited to the disclosure in the
form disclosed. Many modifications and variations will be
apparent to those of ordinary skill in the art without departing
from the scope of the disclosure. The described embodiments
were chosen and described in order to best explain the prin-
ciples of the disclosure and the practical application, and to
enable others of ordinary skill in the art to understand the
disclosure for various embodiments with various modifica-
tions as are suited to the particular use contemplated.
What is claimed is:
1. A computer-implemented method to dynamically limit
peak power consumption in processing nodes of an informa-
tion handling system (IHS), the method comprising:
receiving, at a power management micro-controller, a plu-
rality of processing node-level power-usage and work-
load data from a plurality of node controllers, the data
including a current power consumption and a current
workload for each processing node within the IHS;

identifying a total available system power of the IHS,
including a peak power output capacity and a sustained
output power capacity;

determining at least one node peak power threshold based

on the power-usage and workload data for each of the
processing nodes; and

triggering the node controllers to determine and set a cen-

tral processing unit (CPU) peak power limit for each of
a plurality of CPUs within each of the processing nodes
based on the node peak power threshold, wherein each
ofthe CPUs dynamically adjusts an operating frequency
based on the CPU peak power limit.

2. The method of claim 1, further comprising:

determining at least one node average power threshold

based on the power-usage and workload data for each of
the processing nodes; and

transmitting the node peak power threshold and the node

average power threshold to the node controllers of each
of the processing nodes.

3. The method of claim 2, further comprising:

triggering the node controllers to determine and set a CPU

average power limit for each of'the CPUs within each of
the processing nodes based on the node average power
threshold.

4. The method of claim 1, further comprising:

initializing the power management micro-controller dur-

ing start-up configuration of the IHS;

establishing communication between the power manage-

ment micro-controller, the PSUs and the node control-
lers;

tracking, via the node controllers, the processing node

power-usage and workload data for each of the process-
ing nodes; and
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triggering the node controllers to transmit the power-usage
and workload data to the power management micro-
controller.
5. The method of claim 1, further comprising:
determining if the node peak power threshold has been
exceeded for at least one of the processing nodes; and

in response to determining that the node peak power
threshold has been exceeded for at least one of the pro-
cessing nodes, instantaneously reducing the operating
frequency of the CPUs within that processing node to a
frequency that corresponds to a pre-determined power
level.

6. The method of claim 5, further comprising:

in response to determining that the node peak power

threshold has not been exceeded for at least one of the
processing nodes, determining if a current CPU peak
power consumption is approaching the CPU peak power
limit for at least one of the CPUs; and

in response to determining that the current CPU peak

power consumption is approaching the CPU peak power
limit, the corresponding CPUs estimating a current peak
power level based on the workload data and adjusting the
operating frequency of the CPUs such that the current
peak power level remains less than the CPU peak power
limit.

7. The method of claim 6, further comprising:

in response to determining that the current CPU peak

power consumption is not approaching the CPU peak
power limit, determining if a current node average
power consumption has exceeded the node average
power threshold for at least one of the processing nodes;
and

in response to determining that the current node average

power consumption has exceeded the node average
power threshold for at least one of the processing nodes,
each corresponding CPU adjusting the operating fre-
quency of the CPU such that the current average CPU
power level is less than the CPU average power limit.

8. The method of claim 7, further comprising:

in response to determining that the current node average

power consumption has not exceeded the node average
power threshold for at least one of the processing nodes,
allowing the CPUs within that processing node to oper-
ate at a maximum allowable frequency.

9. The method of claim 1, wherein the node controllers
further include node power control firmware that execute on
the node controllers to enable each of the node controllers to
determine and set the CPU peak power limit.

10. The method of claim 1, wherein the CPUs further
include CPU power control firmware that execute on the
CPUs to enable each of the CPUs to dynamically adjust the
operating frequency of the CPU based on the CPU peak
power limit.

11. The method of claim 1, further comprising:

receiving at the power management micro-controller, a

potential peak power range and a potential average
power range from the processing nodes.

12. An information handling system (IHS) comprising:

one or more processing nodes, each of the processing

nodes having at least one node controller, the node con-
trollers each controlling node-level operations of the
processing nodes within a corresponding node, the pro-
cessing nodes each having at least one central process-
ing unit (CPU) communicatively coupled to the node
controller;

apower management module having a power management

micro-controller and a memory coupled to the power
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management micro-controller, the power management
module communicatively coupled to the processing
nodes;
apower subsystem communicatively coupled to the power
management micro-controller and providing power dis-
tribution to the IHS, the power subsystem including at
least one power supply unit (PSU); and
the power management micro-controller having firmware
executing thereon to enable dynamic peak power limit-
ing to the processing nodes within the IHS, wherein the
firmware configures the power management micro-con-
troller to:
receive a plurality of processing node-level power-usage
and workload data from the node controllers, the data
including a current power consumption and a current
workload for each processing node within the IHS;
identify a total available system power of the IHS includ-
ing a peak power output capacity and a sustained
output power capacity;
determine at least one node peak power threshold based
on the power-usage and workload data for each of the
processing nodes; and
trigger the node controllers to determine and set a CPU
peak power limit for each of the CPUs within each of
the processing nodes based on the node peak power
threshold, wherein each of the CPUs dynamically
adjusts an operating frequency based on the CPU
peak power limit.
13. The information handling system of claim 12, wherein

the firmware further configures the power management
micro-controller to:

determine at least one average node power threshold based
on the power-usage and workload data for each of the
processing nodes; and

transmit the node peak power threshold and the node aver-
age power threshold to the node controllers at each of the
processing nodes.

14. The information handling system of claim 13 wherein

40 the firmware further configures the power management
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micro-controller to:

trigger the node controllers to determine and set a CPU
average power limit for each of'the CPUs within each of
the processing nodes based on the node average power
threshold.

15. The information handling system of claim 12 wherein

the firmware further configures the power management
micro-controller to:

initialize the power management micro-controller during
start-up configuration of the THS;

establish communication between the power management
micro-controller, the PSUs and the node controllers;

track, via the node controllers, the processing node power-
usage and workload data for each of the processing
nodes; and

trigger the node controllers to transmit the power-usage
and workload data to the power management micro-
controller.

16. The information handling system of claim 12 wherein

60 the node controllers have node controller power control firm-

65

ware executing thereon and the node controller firmware
configures the node controllers to:

determine if the node peak power threshold has been
exceeded for at least one of the processing nodes; and

in response to determining that the node peak power
threshold has been exceeded for at least one of the pro-
cessing nodes, instantaneously reducing the operating
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frequency of the CPUs within that processing node to a
frequency that corresponds to a pre-determined power
level.

17. The information handling system of claim 16 wherein
the CPUs have CPU power control firmware executing
thereon and the firmware configures the CPUs to:

in response to determining that the node peak power

threshold has not been exceeded for at least one of the
processing nodes, determine if a current CPU peak
power consumption is approaching the CPU peak power
limit for at least one of the CPUs; and

in response to determining that the current CPU peak

power consumption is approaching the CPU peak power
limit, the corresponding CPUs estimate a current peak
power level based on the workload data and adjust the
operating frequency of the CPUs such that the current
peak power level remains less than the CPU peak power
limit.

18. The information handling system of claim 17 wherein
the CPUs have CPU power control firmware executing
thereon and the firmware configures the CPUs to:

in response to determining that the current CPU peak

power consumption is not approaching the CPU peak
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power limit, determine if a current node average power
consumption has exceeded the node average power
threshold for at least one of the processing nodes; and
in response to determining that the current node average
power consumption has exceeded the node average
power threshold for at least one of the processing nodes,
each corresponding CPU adjusts the operating fre-
quency of the CPU such that the current average CPU
power level is less than the CPU average power limit.
19. The information handling system of claim 18 wherein
the CPUs have CPU power control firmware executing
thereon and the firmware configures the CPUs to:
in response to determining that the current node average
power consumption has not exceeded the node average
power threshold for at least one of the processing nodes,
operate the CPUs within that processing node at a maxi-
mum allowable frequency.
20. The information handling system of claim 12 wherein
the firmware further configures the power management

20 micro-controller to:

receive a potential peak power range and a potential aver-
age power range from the processing nodes.
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